Stat 301  –   Lab 6
Goals: In this lab, we will see how to:
    estimate correlation coefficients 
	construct the ANOVA table and F test for a regression
	construct a residual plot to assess assumptions
	construct a QQ plot to assess normality
	evaluate transformations of X and/or Y values in simple linear regression
	
We will use the work-life balance data in wlb.txt to illustrate these

Correlation coefficients:
1. From the menu in the home window, select Analyze / Multivariate Methods / Multivariate. (Multivariate Methods brings up a menu of methods, so you need to make a second choice).  
2. Select WLB.SCORE and HOURS and put them in the Y, columns box, then click OK.  You should see:
[image: ]

3. The table at the top gives the correlation coefficient for all pairs of variables.  The diagonals are always 1.00 (can you explain why?).  The -0.2095 occurs twice because the correlation of WLB.SCORE and HOURS is the same as the correlation of HOURS and WLB.SCORE.  
4. The plot below is called a scatterplot matrix.  It is a very convenient way of plotting relationships among multiple variables.  Variable names are along the diagonal.  For all plots in the first ROW, the Y variable is WLB.SCORE; for all plots in the first COLUMN, the X variable is HOURS.  So the two plots shown here are flipped versions of the same plot.

The red ellipses are called density ellipses.  They contain 95% of the observations and are computed under the assumptions that the two variables have a bivariate normal distribution (a two-variable generalization of the normal distributions we’ve been using all semester).  You expect some points outside the ellipse, especially with a large data set (e.g., with 200 points, the ellipse is expected to contain 95% of 200 = 190 points, which puts 10 points outside the ellipses).  I’m not emphasizing these ellipses, but some folks find them helpful to identify unusual observations.

5. The power of the scatterplot matrix is better shown when more than 2 variables are plotted.  We’ll do that next week.

6. JMP can compute a confidence interval for the population correlation coefficient or test the null hypothesis that the population correlation is 0.  I haven’t talked about how these are computed.  If you want them, click the red triangle by Multivariate and select Pairwise Correlations.  Ask if you don’t understand any of the results.

ANOVA table and F test for the regression:

7. These are in the output from Analyze / Fit Y by X / Fit Line.  Look for the block of output labelled Analysis of Variance

Residual plots to evaluate assumptions:

	There are two ways to see these plots.  The Fit Y by X platform provides various plots in one click.  Or, you can save predicted values and residuals and draw the plot yourself.  The second way provides nicer looking plots if you want to include one in a report; the first way is faster.

8. Diagnostic plots in one click: Fit the model using the Analyze / Fit Y by X / Fit Line dialog.  Click the red triangle by Linear Fit and select Plot Residuals.  JMP draws five plots.  
The first is the plot of residuals against predicted values next to a histogram of the residuals.
The last is a normal QQ plot of the residuals.  The dots are the observations, the solid red line is what is expected if the residuals are normally distributed, and the dashed red lines are error bounds for what is expected.  We haven’t talked about the error bounds, but they provide some guidance for something sufficiently large to indicate a problem with the assumption of normality.
The labels of the other three plots describe what is plotted.  I find them less useful, although the residual by row plot can be useful when the data are sorted in some informative way (e.g. by time).

9. Saving and plotting: If you want a better quality plot, you can save predicted values and residuals in the data table, then use Graph / Graph Builder or Graph / Overlay Plot to plot residuals against predicted values.  

The details for a residuals vs predicted value plot:
a. Click the red triangle by Linear Fit and choose Save Predicteds
b. Repeat and choose Save Residuals
c. The data table has two new columns, labelled Predicted WLB.SCORE and Residuals WLB.SCORE.  These contain the predicted value and residual for each observation.
d. Plot them using Graph / Graph Builder or Graph / Overlay Plot
Note: if you use Graph Builder, JMP adds a scatterplot smooth to the plot.  We’ll talk about these at the end of the semester.  The row of buttons at the top of the Graph Builder window controls what shown in the plot.  The default for two continuous variables is two buttons active (shown as shaded blue).  The left-most (dots) gives you a dot plot of the observations; the next one to the right (dots + wiggly line gives you the scatterplot smooth).  You can remove the smooth by right clicking on the dots+wiggly line box.  The third button to the right (dots + straight line) gives you a fitted regression line.  

		The details for a QQ plot:
a. Save the residuals (see b above if you haven’t already done this)
b. Select Analyze / Distribution
c. Put Residuals WLB.SCORE into the Y, Columns box and click OK
d. You can add a QQ plot to the output by clicking the red triangle by Residuals WLB.SCORE and selecting Normal Quantile plot.
e. You can get rid of the box plot and histogram by:
clicking the red triangle by Residuals WLB.SCORE and unselecting outlier box plot
then, clicking the red triangle by Residuals WLB.SCORE, selecting Histogram options and unselecting Histogram
Or, to save the expected quantiles so you can use graph builder, start as above
a. Save the residuals (see b above if you haven’t already done this)
b. Select Analyze / Distribution
c. Put Residuals WLB.SCORE into the Y, Columns box and click OK
d. Click the red triangle by Residuals WLB.SCORE, select Save (near bottom of the menu)
e. then select normal quantiles from the menu that appears
f. A column with the N-quantiles is added to the data set



Transforming variables:  I demonstrate two approaches using the WLB data set.  The first is useful when you want to quickly consider multiple transformations.  The second is useful when you need to incorporate transformations in more complicated models.

Quickly consider multiple transformations:

1. Select Analyze / Fit Y by X, chose Y = WLB.SCORE and X=HOURS.  
2. Click the red triangle by Bivariate Fit of WLB.SCORE by HOURS and select Fit Special.  You will see a dialog box like:
[image: ]

3. If you select the buttons for the desired Y and/or X transformation, then OK, you see the statistics for that fit (same stuff as given by Fit Y by X).
4. You also see the fit of the line on the plot of the original Y and X variables.  The appropriate back transformations are applied so that the model for transformed data can be plotted over the original data curve.
5. You can select Fit Special again to overlay multiple transformations on the same plot.
6. Additional information about each fit is provided in a box labelled Transformed fit to Log or Transformed Fit Log.  I find it very helpful to look at the equation shown below each title line.  That tells you what model was fit to the data.
7. Important note: If you transform the response (Y) variable, JMP diagnostics are plotted on the original (untransformed scale).  I find it very hard to look at these and see whether transforming Y is helpful.  (JMP has its reasons for what it does, following the concept in the warning box on p. 222 of the text).  But, this doesn’t make it easy to check whether transforming Y is helpful or not.  To get appropriate residual plots for a transformed Y, create a transformed variable and use it in a model (see next step)
There is no problem interpreting the default JMP residual plots when all you did was transform the X variable.

Create a transformed variable to use in a model:

1. You can create transformed variables by manipulating columns in the data display, just as we created the difference between two columns back when we were analyzing paired data.
2. Select the data matrix, then right click on a blank column.  Left click on the column name and select Column Info.  You should see the following menu:
[image: ]

3. Type a name for the new variable in the Column Name box.  Then, Right click Column Properties (bottom of the menu box), then click Formula, then click Edit Formula, which will get you the following dialog box:

[image: ]

4. Power transformations (e.g. X2) are obtained by clicking the xy button.
5. Log transformations are obtained by clicking the Transcendental item in the Functions (grouped) box, then selecting log.  You will see Log(     ) appear in the lower window of the dialog.  There should be a red box inside the parentheses.  That indicates the “active” area.  To indicate which variable should be transformed, just click the variable name in the Table Columns list.  We will transform HOURS.  When ready, the window should look like:
[image: ]


6. Click OK in the formula dialog window, then click OK in the Column Info box.  You will see a new column in the data table that you can use in any analysis.
7. If creating a transformed variable in JMP is opaque, you can always read the data set into Excel, create a new spreadsheet column with the transformed variable, save the new worksheet, then read the new data set into JMP.

Self Assessment:

We will evaluate the relationships between home sales price and assessed values for 84 homes sold in one neighborhood of Tampa Florida between 2008 and 2009.  This is a subset of the data considered in Case Study 2 in the text.  The data are in tamsales1.txt on the class web site.  You will need to use text import / preview to read the file correctly.
Each row of data is for the sale of one house.  The three variables are the sales price, the assessed value of the land, and the assessed value of the improvements (buildings, e.g. the house, garage, or garden shed, or an in-ground pool).  The goal is to develop a model to predict sales price for a home about to be put on the market.   Today we will only consider one X variable: the assessed value of the land.
1. What is the correlation between assessed value of the land and the sales price?  
2. What can you say about the linear association between the assessed value of the land and the sales price from the value of the correlation?
3. You consider predicting the Sales Price from the Land value.  If this regression is fit, do you have any concerns about regression assumptions?
4. Log transform both the Sales Price and the Land value.  Fit a regression that predicts Log Sales Price from log Land value.  Is this regression is fit, do you have any concerns about regression assumptions?
5. There is one observation with an unusually low sales price given the land value.  Which observation is that?
6. What is the F statistic testing the null hypothesis that the regression slope (for the regression in 5) = 0?


Answers:
1. 0.87
2. Positive, so greater land value is associated with higher sales price.  Close to linear relationship because the estimate is close to 1.
3. Yes, clear trumpet shape to the residual vs predicted value plot.  Variability in the residuals increases with predicted value.
4. You might be concerned about some lack of fit (slight smile at the left of the plot) and there is one observation with an usually negative residual (see next answer).  However, this plot is much better than that from the original regression.
5. Observation 38 has a land value of 144,354 and a sales price of 65,800.  
6. F = 166.8.  
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